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Abstract

The numerical prediction of the downstream trailing vortex shed from an aircraft wingtip is a particularly challenging CFD task
because, besides predicting the development of the strong vortex itself, one needs to compute accurately the flow over the wing to resolve
the boundary layer roll-up and shedding which provide the initial conditions for the free vortex.

Computations are here reported of the flow over a NACA 0012 half-wing with rounded wing tip and the near-field wake as measured
by [Chow, J.S., Zilliac, G., Bradshaw, P., 1997. Turbulence measurements in the near-field of a wingtip vortex. NASA Tech Mem
110418, NASA.]. The aim is to assess the performance of two turbulence models which, in principle, might be seen as capable of resolving
both the three dimensional boundary layer on the wing and the generation and near-field decay of the strongly accelerated vortex that
develops from the wingtip. Results using linear and non-linear eddy-viscosity models are presented, but these both exhibit a far too rapid
decay of the vortex core. Only a stress-transport (or second-moment) model that satisfies the ‘‘two-component limit’’, [Lumley, J.L.,
1978. Computational modelling of turbulent flows. Adv. Appl. Mech. 18, 123–176.], reproduces the principal features found in the exper-
imental measurements.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

The serious impact of the trailing vortices from large air-
craft is well known. Many examples exist of the damage
caused to following aircraft caught up in the swirling wake
shed from an upstream craft. While, at a practical level,
guidelines exist for safe distances between aircraft, the issue
of satisfactorily predicting the vortex formation and decay
with CFD methods is far from being satisfactorily resolved.
This is particularly relevant at the present time as there are
considerable efforts underway to develop novel wing-tip
devices to improve the aerodynamic performance of wings.
Thus attention needs to be given to what impact such
devices may also have on the trailing vortex and its decay
characteristics to explore whether they can be designed to
promote a more rapid dispersal of the vortex, a matter first
0142-727X/$ - see front matter � 2006 Elsevier Inc. All rights reserved.
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raised by Carlin et al. (1989) and (as reported by Chow,
1994) Heffernan (1985).

As early as the mid-60s Batchelor (1964) had pointed
out that, for a translating ‘‘line vortex’’, Bernoulli’s equa-
tion and radial equilibrium requirements meant that, as
the vortex rolled up, the pressure on the axis progressively
fell, leading to an increase in the axial velocity above that in
the free stream as one moved radially inwards to the vortex
centre. This feature, it will be seen, is one of the principal
characteristics to capture in modelling the near-field vortex.
Later attempts to improve on Batchelor’s simple argu-
ments led to significantly different results (e.g. Moore and
Saffman, 1973) which were not however in agreement with
the bulk of experimental data. In fact, experimental studies
from the period focused mainly on the medium field and in
any event suffered from the difficulties of measuring a
strongly swirling flow accurately with total pressure and
hot-wire probes, e.g. Chigier and Corsiglia (1971, 1972),
Lee and Schetz (1985). The studies showed, however, the
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great importance of wing aspect ratio and angle of attack
(and the chord Reynolds number, at least for low Rec)
on the character of the wing-tip vortex.

More recently Green (1991) and Green and Acosta
(1991) used double-pulsed holography to measure the vor-
tex development over the first ten chord lengths down-
stream from a NACA 66-209 rounded tip rectangular
wing. Two chord lengths downstream from the tip they
noted that, for a 10� angle of attack, the axial velocity in
the vortex core reached a maximum value 60% greater than
that in the free stream. Finally, we note the joint Stanford-
NASA Ames study of the near-field vortex roll-up that will
provide the focus for the present contribution, Chow
(1994), Chow et al. (1997). These workers examined in
unprecedented detail the flow over and immediately down-
stream of a NACA 0012 wing section with rounded tip and
width equal to 0.75c at a single (10�) angle of attack using
hot-wire and 7-hole probes. The rationale for their research
was to provide a searching test for modern CFD methods
and turbulence models. For that reason they considered
only a single configuration and adopted the largest size
of model consistent with avoiding severe tunnel interfer-
ence (such as separation on the wind-tunnel walls). For a
CFD comparison, this arrangement is convenient as the
grid then naturally extends over the whole tunnel cross-
section.

In fact, from the CFD standpoint, there are several chal-
lenges to modelling the trailing-vortex flow’s development.
The flow over the outboard part of the wing develops into a
highly skewed, three-dimensional boundary layer that, as it
detaches, rolls up to form the strong, nearly-axisymmetric
trailing vortex. Thus, the whole wing boundary layer (on
both the pressure and suction surfaces) has to be computed
accurately to provide the initial conditions for the vortex
computation itself. Likewise, the model of turbulence
adopted also has to be capable of resolving accurately
the complex wing boundary layer as well as the swirling
free shear flow downstream.

It is thus, perhaps, not surprising that there have been
relatively few CFD studies reported of the trailing vortex
development from a conventional (as opposed to a delta)
wing form. Srinivasan et al. (1988) used a thin-layer analy-
sis to compute the flow over a helicopter blade-tip with the
Baldwin–Lomax model of turbulence which showed poor
agreement of the flow in the wake. De Jong et al. (1988)
used a similar forward marching approach to compute
the flow around and downstream from a NACA 0012 air-
foil at approximately 6� and 11� angles of attack. Again,
many key features of the vortex wake were wrongly pre-
dicted, for example the formation of an axial velocity
excess was entirely missed. More recently, in conjunction
with their experimental studies, the Stanford-NASA group
have reported fully 3D (i.e. fully elliptic) computations of
their flow, Dacles-Mariani et al. (1995), employing some
1.5 · 106 grid nodes. The basic model of turbulence used
was the Baldwin and Barth (1990) one-equation eddy-
viscosity model, though a number of ad hoc variants were
explored to ascertain whether any gave better agreement
with the measurements.

Although the scale of the computational task tends to
encourage the use of such simple, abidingly stable, models
of turbulence, the experimental data of swirling flows has
shown that the phenomena cannot be captured at this level.
Within the perspective of RANS-based turbulence model-
ling, the trailing vortex is an example of a flow with strong
streamline curvature, a flow feature that is widely known to
be inadequately represented by any linear eddy-viscosity
model. Many attempts have been made to escape from
the inherent weakness of a Boussinesq-viscosity stress–
strain law by adding curvature-related source or sink terms
to the empirical length-scale-determining equation. It is
now generally accepted, however, that any widely valid
approach needs to be focused on adopting a better model
for the stress–strain rate connection itself, whether by
way of a second-moment closure (solving transport
equations for the Reynolds-stress components) or with a
non-linear eddy-viscosity model (also known as an explicit
algebraic stress model, Gatski and Rumsey, 2002). Even
progression to such relatively advanced models by no
means assures reliable predictions in all cases. For example,
the early study by Launder and Morse (1979) of an axisym-
metric swirling jet with a (still widely used) second-moment
closure computed seriously wrong rates of spread which
were traced to the model of the pressure–strain correlation
in the stress-transport equations. It is noted, too, that the
same model, if applied to flows near walls, requires near-
wall corrections (tuned by reference to flows near an infi-
nite plane wall) which can, by no means, be expected to
cope with the conditions at the edge of a wing where the
surface itself is strong curved. Finally,we note that all mod-
els from that period fail to predict the far-field characteris-
tics of wakes unless the coefficients are specifically tuned
for such flows. This is a serious handicap in handling the
present class of flows which intrinsically involve a near-
field and a far-field wake.

The present contribution reports a new computational
study of the experiment of Chow et al. (1997). Although
a linear eddy-viscosity model is used as a reference, the
paper principally considers the performance of two models
which, in principle, may be expected to be able to handle
both the wing region and the wake region without modifi-
cation to the model. The non-linear eddy-viscosity model
of Suga (1995), (see also Craft et al., 1996b) has been
successfully applied to both two- and three-dimensional
flows around bends and to axially swirling flow in a
pipe. The other model, the two-component-limit (TCL)
second-moment closure, based on an idea of Lumley
(1978) and developed at UMIST by a succession of doc-
toral workers has the merit of being able to handle flows
near walls without explicit wall-proximity corrections
(Launder and Li, 1994). It has also been applied success-
fully to a 3D bend flow (Iacovides et al., 1996) and has been
shown to give far better agreement with experiment over a
basket of free shear flows (albeit without swirl) than the



Fig. 1. Wing and wing-root wall surface grids.

Fig. 2. Computed streamlines and pressure contours using the TCL
model.
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usual second-moment closure (Craft et al., 1996a). We note
also that Sotiropoulos and Patel (1995) applied a predeces-
sor version of the present TCL model (Launder and Shima,
1989) to the related problem of computing the boundary
layer and downstream swirling near-wake for a model
ship’s hull. Close agreement with the experimental data
was reported, superior to that returned by any of the other
models considered. Finally, we note that the conference
paper from which this present contribution has been devel-
oped has considered a more extensive range of models,
albeit in less detail, Craft et al. (2005). Where appropriate,
brief reference will be made to results reported in that
work.

Section 2 below considers, in separate sub-sections, the
modelling of the turbulent stress field and the numerical
strategy adopted in gridding, in prescribing appropriate
boundary conditions and in solving the system of transport
equations. Thereafter, Section 3 examines the performance
of the different models in simulating the observed behav-
iour. While, as noted, computations began upstream of
the wing and the detailed boundary layers on the wing have
had to be resolved in detail, because the detailed experi-
mental data were focused on the downstream vortex behav-
iour, our attention here is likewise on this free-shear-flow
jet/wake vortex region. We have, however, attempted to
distinguish model weaknesses associated with computing
the wing boundary layer from those associated with mod-
elling the subsequent trailing vortex.

2. Numerical and physical models

2.1. Turbulence models

The main interest has been in seeing whether the com-
plexities in the flow considered could be resolved with
either of the turbulence models developed specifically to
overcome inadequacies both of eddy-viscosity and conven-
tional second-moment closures. The TCL model (see
Appendix) documented in Craft and Launder (2001) and
Launder and Li (1994) has been in use for well over a dec-
ade and been found capable of handling a diversity of com-
plex strain fields. For present purposes its two most
important features are a model of mean-strain effects on
the pressure–strain process fully consistent with the two-
component limit (that is, when the turbulent fluctuations
lie in a plane) and a sink term in the dissipation rate (e)
equation dependent on the invariants of the Reynolds
stress tensor. The second of these features allows the model
to cope with both strong and weak free shear flows (includ-
ing relatively good predictions of the axisymmetric free jet
in stagnant surroundings and the far-field asymptotic
wake) while the first enables it to compute complex flows
near walls without the need to make reference to distance
of a point from a rigid boundary, an especial advantage
in handling bodies of complex shape. A simpler route has
also been tried, the non-linear eddy-viscosity model
(NLEVM) of Suga (1995) (see Craft et al., 1996b), whose
details are also given in the Appendices. This was the first
NLEVM to include cubic terms in the stress/deformation-
rate constitutive equation, an elaboration essential to
capture (approximately) the strong effects of streamline
curvature on turbulence. The extra model coefficients thus
introduced were fixed by considering a wide range of test
flows including two wall flows with streamline curvature.

Except as noted below, wall boundary conditions have
been applied by way of analytic wall functions (Craft
et al., 2002) to avoid the excessively fine mesh needed to
resolve the viscous sublayer itself. While these have been
widely validated in non-equilibrium wall flows, they do
not permit the strong velocity skewing across the sublayer
that occurs in gas-turbine blading. However, for the pres-
ent test-case, comparative tests of the TCL model with wall
functions and with a model providing a ‘low-Reynolds-
number’ treatment across the sublayer (the 1-equation
scheme of Wolfshtein, 1969) showed little change in flow
direction across this sublayer (as also implied by the sur-
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face streak-lines of Chow, 1994). Thus, the wingtip vortex,
because it originates from the migration of air from the
underside of the wing (unlike the situation in a gas-turbine
stage) does not lead to velocity skewing within the near-
wall sublayer. This fact enabled us to avoid the extra
Fig. 4. Measured and computed contours o
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Fig. 3. Development of vortex-core axial velocity over the wing.
near-wall nodes required to resolve this semi-viscous layer
while still being able to use a fine resolution away from the
wing yet still keep the total storage demands within avail-
ability. The refinement of employing a more complex
near-wall modelling was therefore not extended to other
models and runs.

2.2. The test case, the numerical solver and the

grid adopted

As noted above, the experimental test case examined is
the flow over the NACA 0012 half-wing with rounded wing
tip examined by Chow et al. (1997). The airfoil is set at a
10� angle of attack and installed in a wind tunnel of width
1.0c and height 0.667c with the inboard surface of the wing
being attached to the side wall of the tunnel without a pen-
iche. The chord length c was 48 in (1.292 m). The reported
chord Reynolds number of 4.6 · 106 was reduced to
4.35 · 106 as advised by Professor Bradshaw (personal
communication). Transition was forced on both suction
and pressure surfaces at 4% chord measured around the
arc of the wing surface. A 7-hole pressure probe and hot-
wires provided mean and turbulent velocities respectively.
f mean axial velocity at x/c = �0.197.



Fig. 5. Measured and computed contours of z-directed normal stress at x/c = �0.197.
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Fig. 6. Downstream variation of axial velocity and static pressure
coefficient at the vortex centre.
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The flow over the wing and near-field development of
the vortex have been computed with STREAM (Lien and
Leschziner, 1994). This is a fully 3D, elliptic finite-volume
solver based on general curvilinear coordinates using the
Rhie and Chow (1983) smoothing algorithm and employ-
ing the SIMPLE pressure-correction scheme. Convection
is handled via a 2nd-order TVD scheme, initially on all
variables but, as tests showed negligible effects, later on just
mean-flow variables (with turbulence variables, whose level
is dominated by source-terms rather than convection, dis-
cretized via upwind differencing). Into this solver the turbu-
lence models and wall functions noted above were
incorporated. The block-structured grid was created with
the commercial meshing code ICEM. Because of the rela-
tively large wing relative to the wind-tunnel dimensions,
the whole wind-tunnel was included in the grid. Initially,
following Dacles-Mariani et al. (1995), the upstream
boundary was placed at x/c = �1.135, where a uniform
streamwise velocity, zero secondary velocities and a turbu-
lence intensity of 2% were applied. Convergence difficulties
suggested, however, that this was too close to the wing for
the pressure field to be undisturbed by the proximity of the
wing. Thus a succession of tests led to the upstream bound-
ary finally being placed at x/c = �1.738 where it was estab-
lished the wing had no effect on the flow. (The streamwise
coordinate, x, has its origin at the trailing edge of the airfoil
and the leading edge at x/c = �1.0 · cos(10�).) The down-
stream boundary was placed at x/c = +0.678 where zero
gradient outflow conditions were applied to all variables.
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Fig. 7. Vortex centre axial velocity and static pressure coefficient
development using the refined downstream grid.
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Initial exploratory computations, reported by Craft et al.
(2005), employed a grid comprising 2.2 · 106 nodes. The
peak streamwise velocity attained in the eye of the vortex
provided a highly sensitive indicator of under-resolution
of the flow. The results obtained on that grid led to peak
values of streamwise velocity in the vortex, just before the
end of the wing, of 1.42 for the linear EVM and 1.63 for
Fig. 8. Contours of cross-flow ve
the TCL closure, compared with the measured peak of
1.77. Because the initial vortex formation is primarily an
inviscid process it was felt unlikely that weaknesses in tur-
bulence modelling could be principally the cause of this sub-
stantial disagreement. Computing resources were secured
that enabled a grid refinement study. This exploration,
Craft et al. (2005), using several grids, led to the conclusion
that to achieve essentially grid-independent behaviour on
the airfoil section approximately double the initial number
of grid nodes were needed, an increase that had the effect of
bringing the predicted peak velocity for both turbulence
models into very close agreement, both with one another
and with the data. Thus, for the ‘whole-domain’ computa-
tions reported here, 4.5 million cells in 26 blocks were
adopted, corresponding to a maximum grid spacing of
5 · 10�3c as recommended in Dacles-Mariani et al. (1995)
while, for cells adjacent to the airfoil, the height normal
to the surface was around 1 · 10�3c which typically gave
values of y+ at the near-wall node in the range 40–100. A
sample of the grid on the wing surface and wing-root wall
is shown in Fig. 1. (For the single test with the low-
Reynolds-number sublayer model 5.8 million nodes, the
maximum available, were employed even though a some-
what coarser mesh was adopted outside the sublayer.)
locity, U/U1, at x/c = 0.678.
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The block-structured grid caused grid refinements
around the airfoil to be propagated downstream to regions
where refinement was not needed, while leaving the down-
stream development of the vortex itself under-resolved. The
final computations were thus performed in two stages.
With uniform velocity prescribed at inlet with low turbu-
lence levels, the first stage used the grid as described above
(the results from which are documented in Figs. 3–6) to
compute the flow on the airfoil and in the wake. The sec-
ond stage limited attention to just the wake region, adopt-
ing an 18-block, purely Cartesian mesh of 4.8 million cells
clustered around the vortex with an upstream boundary
just downstream of the wing (x/c = +0.001). For all depen-
dent variables the conditions applied at this inlet boundary
were those interpolated from the best of the first-stage com-
putations (with the TCL model). Taking the upstream and
downstream grids together, there were then approximately
7.3 · 106 active cells in those calculations. The results thus
obtained are those appearing in Fig. 7 and subsequent
figures.

3. Consideration of the results

To give an overall impression of the flow field, Fig. 2
shows the streamlines near the wingtip and pressure con-
Fig. 9. Contours of cross-flow velocity
tours computed with the TCL model. This shows clearly
the shed streamwise vortex and the associated low pressure
at the vortex core. To begin the quantitative comparisons,
Fig. 3 compares the development of the measured mean
velocity at the centre of the forming vortex with predicted
results with four different models for the region over the
wing itself. All models concur with the experiment to the
extent that each calculation shows a rapid increase in max-
imum axial velocity at the vortex centre as the vortex pro-
ceeds to roll up as it is carried downstream along the
airfoil. The maximum predicted value is in excess of
1.75U1 (and, for the non-linear EVM, greater than
1.8U1). However, while the linear EVM and the TCL sec-
ond-moment closure track the reported experimental vari-
ation closely, both the ‘‘basic’’ second moment closure and
the NLEVM show a significantly too early rise. With the
basic second-moment closure the mismatch appears to
have arisen from the ‘‘wall-reflection’’ terms in that model
(see Appendices) having too great an influence near the
outer edge of the wing where the wing surface is highly
curved. Because the TCL model requires no such wall
damping it is untroubled by the relatively complex surface
topography. The non-linear EVM likewise requires no
wall-reflection correction but, in this case, the problem
has arisen from a too intense streamwise vortex having
, (V2 + W2)1/2/U1, at x/c = 0.678.
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been created. Figs. 4 and 5 compare the measured and
computed mapping of the axial velocity and the z-directed
normal stress on the y–z plane in the vicinity of the vortex
for x/c = �0.197 (i.e. towards the end of the wing). It is
noted that, while the peak streamwise velocity is a little lar-
ger for the NLEVM computation, the difference is small
compared with the large variations in Reynolds stress
among the models, giving a practical demonstration of
the fact that the initial vortex development is largely driven
by inviscid effects.

Fig. 6 again shows the downstream variation of the
maximum streamwise velocity at the vortex centre but this
time the focus is on the region downstream of the airfoil’s
trailing edge. What is striking is that now there is a very
great difference in the vortex evolution between the three
different models. The experimental results show a slow
decay of the axial velocity due partly to radial diffusion
of streamwise momentum and partly to a slow rise of pres-
sure at the vortex centre as the outer part of the vortex
entrains fluid with zero angular momentum. Modelling
that entrainment process is a challenge because in the sta-
bilized inner core of the vortex (where the angular momen-
tum increases with radius) turbulent stresses are damped by
the streamline curvature while, at larger radii, mixing is
Fig. 10. Contours of axial normal
amplified. The linear EVM exhibits a far too rapid decay
with the centre velocity having reduced to the free stream
value by 0.7c downstream. This errant behaviour is clearly
associated with the well-known failure of eddy viscosity
models to mimic the effects of streamline curvature. Of
the two curvature-sensitive models, the non-linear EVM
displays only modestly better behaviour than the linear
EVM. This initially surprised us since it had been successful
in modelling the swirling flow in a pipe (Craft et al., 1996b).
However, on further reflection it was recognized that the
model had also returned indifferent predictions of the swirl-
ing near wakes behind automobiles (Robinson, 2001; Suga
et al., 2001). In contrast, the TCL closure displays less than
half the decay of vortex-centre velocity as the NLEVM;
that, however, is still considerably more than the experi-
mental data.

As noted above, however, inspection of results showed
that the block structured grid, designed to give dense cov-
erage of the airfoil region, did not resolve adequately the
downstream vortex. Thus, as described, the downstream
wake was recomputed on a Cartesian mesh. These compu-
tations all employed as inlet conditions, immediately down-
stream of the airfoil’s trailing edge, the interpolated data
predicted by the ‘whole domain’ computation with the
stress, u2=U 2
1, at x/c = 0.678.



Fig. 11. Measured and computed development of the axial normal stress downstream of the wing.
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TCL model as this provided the closest match to the exper-
iment among the models examined. The consequent pre-
dicted development of the downstream vortex is
summarized in Fig. 7a and b. While the relative variation
of the vortex-centre velocity with the different models is
the same as previously, there are some interesting differ-
ences. Firstly, the TCL model shows a noticeably slower
decay with x so that, by the most downstream position
for which data are available, the maximum velocity was
1.65U1 compared with 1.5U1 for the run shown in
Fig. 6 and the measured value of 1.71U1. The NLEVM
calculation also returned a slightly slower decay rate
whereas the linear EVM actually shows a faster rate of
decay with the result that by the downstream station the
vortex-centre velocity is less than the free-stream value,
that is, it has developed into a conventional wake. This
behaviour is counter-intuitive, for one would expect that
the reduction of false diffusion would diminish the rate of
dilution. The reason a contrary response is shown is that,
as may be inferred from Fig. 5, the Reynolds stress levels
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used as the initial condition (obtained from the TCL ‘whole
domain’ calculation) are a good deal higher than those
returned at the same plane by the linear EVM ‘whole
domain’ calculation. The variation of the static pressure
at the centre of the vortex, shown in Fig. 7b, is broadly
consistent with the velocity measurements.

A more complete picture of the vortex-jet/wake develop-
ment for all three models is shown in the cross-sectional
views. First let us compare the features of the different pre-
dictions with the measured behaviour as shown in Figs. 8–
10, at the furthest station downstream, x/c = 0.678. The
axial velocity, shown in Fig. 8, reveals striking differences
among the models. As remarked above, for the linear
EVM, the ‘‘jet’’ associated with the vortex has changed
to a wake while the non-linear EVM exhibits a velocity
peak within the vortex core but a wake beyond. In con-
trast, the TCL scheme exhibits a pattern that closely resem-
bles the experimental data. A similar range of behaviour is
found also in the magnitude of the cross-sectional plane
velocity (V2 + W2)1/2 shown in Fig. 9. While the linear
EVM predicts a too rapid dispersal at all radii from the
vortex centre, the non-linear model shows a much reduced
dispersal rate in the inner core where the angular momen-
tum of the vortex is increasing with radius but causes a
much faster rate of radial diffusion beyond that core. Again
the TCL model provides predictions that are in reasonable
accord with the measured distribution of velocity at both
small and large radii from the vortex centre.

The turbulent velocities likewise show striking differ-
ences, exemplified in Fig. 10 by the contours of axial nor-
mal stress u2=U 2

1. The linear and non-linear EVM
display high residual levels of turbulence, with the non-lin-
ear model having a striking ‘‘hole’’ in the region of the vor-
tex centre. In contrast, the TCL predictions show that
turbulence levels have decayed below that registered by
the contours (the maximum level being approximately
0.002). On first inspection, the experimental data appear
to support this last result for the levels of the stress are
much lower than predicted by the linear and non-linear
EVMs and confined to a small zone coinciding closely with
the region where the angular momentum is increasing. It
was our initial conjecture that the low residual ‘‘turbu-
lence’’ shown in the experiments was a spurious indicator
caused by the precessing of the vortex. Such behaviour
has been reported in other swirling flows in the literature,
for example Morse (1980). However, such a convenient
explanation is not supported by the data of the streamwise
normal stress at stations further upstream. Fig. 11 shows,
in miniature, the corresponding contours at three earlier
stations downstream of the wing. Clearly, while just behind
the wing the TCL predictions show a similar level to the
experiments, the subsequent predicted rate of decay is far
more rapid. It is relevant also to note the behaviour shown
by the linear and non-linear EVM computations (recalling
that these calculations all began with the TCL data as
upstream boundary conditions immediately behind the
wing). The linear EVM shows a considerably slower decay
rate while the non-linear EVM is dominated by infidelities
in the stress-deformation constitutive equation which
immediately create a ‘‘hole’’ in the stresses in the vicinity
of the vortex centre.

Despite the slower decay of the turbulent stresses with
the linear EVM, the energy dissipation rate (not shown)
decays less rapidly with this model than is predicted with
the TCL scheme. While it is beyond the scope of the pres-
ent paper to provide a firm explanation for the anomalous
behaviour of the TCL model in this region of rapid change
following the end of the wing, that is clearly an area where
future research should be directed.
4. Conclusions

This study of the performance of three turbulence mod-
els in reproducing the near-field behaviour of the wing-tip
vortex measured by Chow et al. (1997) has shown that:

• Linear eddy-viscosity models lead to a much too fast
dispersal rate and should not be used for such flows.

• While the non-linear EVM of Suga (1995) leads to a
diminution of mixing in the vortex core, its overall per-
formance is scarcely better than the linear EVM. Fur-
ther re-tuning of some of the empirical coefficients
needs to be undertaken, perhaps by making them func-
tions of the dimensionless vorticity:strain ratio.

• The TCL second-moment closure which, over the past
decade, has been applied by the UMIST team to a wide
range of complex flows near walls, returns, in many
respects, close agreement with experiment in this com-
plex free shear flow.

• Nevertheless, the initial decay of the turbulent stress
field downstream of the wing is much faster with the
TCL model than in the experiment. Further research is
required to identify and remedy the cause of this
anomaly.
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Appendix A. The non-linear EVM of Suga (1995)

The model solves transport equations for k and e of the
form



Table A.1
Model coefficients in the non-linear stress–strain relation of Suga (1995)

c1 c2 c3 c4 c5 c6 c7

�0.1 0.1 0.26 �10c2
l 0 �5c2

l 5c2
l
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Dk
Dt
¼ P k � eþ o

oxj
ðmþ mt=rkÞ

ok
oxj

� �
ðA:1Þ

De
Dt
¼ ce1

eP k

k
� ce2

e2

k
þ o

oxj
ðmþ mt=reÞ

oe
oxj

� �
ðA:2Þ

where P k ¼ �uiujoUi=oxj and the coefficients are taken as
ce1 = 1.44, ce2 = 1.92, re = 1.3.

The Reynolds stresses are modelled via the relation

uiuj ¼ ð2=3Þkdij� mtSijþ c1
mtk
e
ðSikSkj�ð1=3ÞSklSkldijÞ

þ c2

mtk
e
ðXikSkjþXjkSkiÞþ c3

mtk
e
ðXikXjk �ð1=3ÞXlkXlkdijÞ

þ c4
mtk

2

e2
ðSkiXljþ SkjXliÞSkl

þ c5
mtk

2

e2
ðXilXlmSmjþ SilXlmXmj�ð2=3ÞSlmXmnXnldijÞ

þ c6

mtk
2

e2
SijSklSklþ c7

mtk
2

e2
SijXklXkl ðA:3Þ

where

Sij ¼
oU i

oxj
þ oUj

oxi
; Xij ¼

oU i

oxj
� oUj

oxi
ðA:4Þ

The turbulent viscosity is defined as mt = clk2/e with

cl ¼
0:3

1þ 0:35g3=2
½1� expð�0:36 expð0:75gÞÞ� ðA:5Þ

where g = max(S,X) and

S ¼ k
e

ffiffiffiffiffiffiffiffiffiffiffiffi
0:5S2

ij

q
; X ¼ k

e

ffiffiffiffiffiffiffiffiffiffiffiffi
0:5X2

ij

q
ðA:6Þ

The coefficients c1 . . . c6 are given in Table A.1.

Appendix B. The basic stress-transport model

Transport equations are solved for uiuj of the form

Duiuj

Dt
¼ P ij þ /ij � eij þ dij ðB:1Þ

where the generation rate, Pij, is given by

P ij ¼ �uiuk
oUj

oxk
� ujuk

oUi

oxk
ðB:2Þ

The pressure–strain, /ij, is modelled as

/ij ¼ /ij1þ/ij2 þ/ijw

/ij1 ¼�c1eaij

/ij2 ¼�c2ðP ij� ð1=3ÞP kkdijÞ
/ijw ¼ c01ðe=kÞðulumnlnmdij� ð3=2Þuiulnjnl� ð3=2ÞujulninlÞfy

þ c02ð/lm2nlnmdij � ð3=2Þ/il2njnl� ð3=2Þ/jl2ninlÞfy

ðB:3Þ
where aij ¼ uiuj=k � ð2=3Þdij; n is the wall-normal direc-
tion; fy = (k3/2/e)/(cly) where y is the wall distance, and
the coefficients are taken as c1 = 1.8, c2 = 0.6, c01 ¼ 0:5,
c02 ¼ 0:3 and cl = 2.55.

The dissipation is taken as isotropic, so eij = (2/3)edij,
while the diffusion is modelled via a gradient-diffusion
approximation as

dij ¼
o

oxk
mdkl þ cs

k
e

ukul

� �
ouiuj

oxl

� �
ðB:4Þ

with coefficient cs = 0.22.
The dissipation rate, e, is obtained from its own mod-

elled transport equation

De
Dt
¼ ce1

eP kk

2k
� ce2

e2

k
þ o

oxk
mdlk þ ce

k
e

ukul

� �
oe
oxl

� �
ðB:5Þ

with ce1 = 1.44, ce2 = 1.92 and ce = 0.18.

Appendix C. The TCL stress-transport model

In this case, the pressure–strain, /ij, is modelled as

/ij¼�c1e½aijþc01ðaikajk�ð1=3ÞA2dijÞ�� f 0Aeaij
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where the stress anisotropy invariants are defined as

A2 ¼ aijaij; A3 ¼ aijajkaki; A¼ 1� ð9=8ÞðA2�A3Þ ðC:2Þ

and the coefficients c1, c01, f 0A, c2 and c02 are taken as

c1 ¼ 3:1A1=2
2 Af ; c01 ¼ 1:1; f 0A ¼ A

c2 ¼ minð0:55; 1:6=ð1þ SÞÞ
c02 ¼ minð0:6;AÞ þ 2:5ðS � XÞ=ð3þ S þ XÞ � 1:5SI

with

Af ¼
ðA=14Þ1=2 A< 0:05

A=0:71=2 0:05< A< 0:7

A1=2 A> 0:7

8><
>: SI ¼ SijSjkSki=ðSlmSlmÞ3=2

and S, X as given in Eq. (A.6).
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The tensor Dij implies

Dij ¼ �uiuk
oUk

oxi
� ujuk

oU k

oxi

The dissipation is approximated by

eij ¼ ð2=3Þedijfe þ
uiuj

k
eð1� feÞ ðC:3Þ

where fe = A3/2, and diffusion is modelled as in Eq. (B.4).
The dissipation rate, e, is obtained from a transport

equation similar to Eq. (B.5), except that the coefficients
ce1 and ce2 are taken as

ce1 ¼ 1:0; ce2 ¼ 1:92=ð1þ 0:7A1=2
2 AÞ
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